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1.3 Objectives

N If you plan to use, develop and/or deploy artificial intelligence (Al) based systems and/or
techniques you must demonstrate their technical robustness. Al-based systems or techniques
should be, or be developed to become:

e technically robust, accurate and reproducible, and able to deal with and inform about
possible failures, inaccuracies and errors, proportionate to the assessed risk they pose

e socially robust, in that they duly consider the context and environment in which they
operate

e reliable and function as intended, minimizing unintentional and unexpected harm,
preventing unacceptable harm and safeguarding the physical and mental integrity of
humans

e able to provide a suitable explanation of their decision-making processes, whenever they
can have a significant impact on people’s lives.
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o Technically & societally robust Al

o Trustworthy Al

o Ethical Al
o Responsible Al

o Human-centred Al
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Part 3 - Trustworthy Al in an EIC
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Health | Coronavirus

Al 'outperforms' doctors diagnosing
breast cancer

Tumours missed by 6 clinicians
Detected by the Al tool
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International evaluation of an Al system for breast
cancer screening

Scott Mayer McKinney E, Marcin Sieniek, Varun Godbole, Jonathan Godwin, Natasha Antropova, Hutan

Ashrafian, Trevor Back, Mary Chesus, Greg S. Corrado, Ara Darzi, Mozziyar Ftemadi, Florencia Garcia-
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Nature 577, 89-94 (2020) | Cite this article

Tumours detected by 6 clinicians
Missed by the Al tool
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The Machine

Making sense of Al n ature
Google’s breaSt cancer-prediCting Explore content v About the journal v  Publish with us v

Al research is useless without
transparency, critics say
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Transparency and reproducibility in artificial
intelligence
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“The lack of details of the methods and algorithm code undermines its scientific value”
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Universality

Test datasets

Number of women
Interpretation
Screening interval
Cancer follow-up

Number of cancers

Al vs. Doctor(s)

A L E

13
25,856 3,097

Double reading Single reading
3 years 1 or 2 years
27 months

686 (22.2%)

39 months
414 (1.6%)

Equivalent Superior
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M) Check for updates

OPEN
Underdiagnosis bias of artificial intelligence
algorithms applied to chest radiographs in

under-served patient populations

Laleh Seyyed- Kalantarl
Marzyeh Ghassemi®

2= Haoran Zhang? Matthew B. A. McDermott?, Irene Y. Chen® and

Artificial intelligence (Al) systems have increasingly achieved expert-level performance in medical imaging applications.
However, there is growing concern that such Al systems may reflect and amplify human bias, and reduce the quality of their
performance in historically under-served populations such as female patients, Black patients, or patients of low socioeconomic
status. Such biases are especially troubling in the context of underdiagnosis, whereby the Al algorithm would inaccurately
label an individual with a disease as healthy, potentially delaying access to care. Here, we examine algorithmic underdiag-
nosis in chest X-ray pathology classification across three large chest X-ray datasets, as well as one multi-source dataset. We
find that classifiers produced using state-of-the-art computer vision techniques consistently and selectively underdiagnosed
under-served patienl populatlons and that the underdiagnosis rate was higher for intersectional under-served subpopulations,
for example, Hisp patients. Deployment of Al systems using medical imaging for disease diagnosis with such biases
risks exacerbation of existing care biases and can potentially lead to unequal access to medical treatment, thereby raising ethi-
cal concerns for the use of these models in the clinic.
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Attribute Dataset Average Cross-Label Gap | Unfavorable Favorable
Gap Lowest Greatest

Sex ALL 0.045 Ef0.001 Pa:0.105 | Female (4/7) Male (4/7)
CXP 0.062 Ed:0.000 Co0:0.139 | Female (7/13) Male (7/13)
CXR. 0.072  Ed:0.011 EC:0.151 | Female (10/13) Male (10/13)
NIH 0.190  M:0.001 Cd:0.393 | Female (8/14) Male (8/14)

Age ALL 0.215 Ef0.115 NF:0.444 | 0-20 (5/7) 40-60,60-80(5/7)
CXR, 0.245  8D:0.091 Cd:0.440 | 0-20, 20-40 (7/13) G0-80 (10/13)
CXP 0.270  SD:0.084 NF:0.604 | 0-20, 20-40, 80- (7/13) 40-60 (8/13)
NIH 0413 In:0.188  Em:1.00 | 60-80 (7/14) 20-40 (9/14)

Race CXR 0.226  NF:0.119 Pa:0.440 [ Hispanic (9/13) White (9/13)

Insurance  CXR 0.100  SD:0.021 PO:0.190 [ Medicaid (10/13) Other (10/13)
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Article https://doi.org/10.1038/s41467-024-46142-w

Empirical data drift detection experiments
on real-world medical imaging data

Received: 31 July 2023 Ali Kore', Elyar Abbasi Bavil?, Vallijah Subasri ®3, Moustafa Abdalla®,
Benjamin Fine ®>%, Elham Dolatabadi'? & Mohamed Abdalla ®°

Accepted: 14 February 2024

. _aon e
05@13\‘13 o a;“
VDT ed (ESQ®
v of C oy peee 33%®
S™ T oft Vo
®  TAE+BBSD @ # - COVID Hospitalization
AUROC /o
—— p-value threshold @
0.8 ; ® 100
y ’ 2
0.6 ' % ' =
" 2
[ | B ) ! ..L
0.4 L " ; o\
\ o
] . =
L @ n O
g m o\ 5
0.2 / %
! -
L |
g
= ] = "e.t_ = 0"".°
0.0 PPN @ * @
2019-11 2020-01 2020-03 2020-05 2020-07 2020-09

timestamp



e . (N BCN
] Usabillity AlM

" OMya LYCE

S0%
80%
70%
60%
50%
40%
30%
20%
10%

Never Monthly Weekly Daily

0%

m Ophthalmology m®Radiclogy m Dermatology

Figure 2. Current frequency of artificial intelligence use in clinical practice.

Scheetz, J. et al. 2021, A survey of clinicians on the use of Al, Scientific reports, 11(1), p.5193.



Characteristics Trustworthy Al

Robustness
Universality
Fairness
Explainability
Traceability

Usability
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Characteristics Trustworthy Al

Based on ethical principles and fundamental rights:

FAIRNESS

UNIVERSALITY

TRACEABILITY

USABILITY

ROBUSTNESS

EXPLAINABILITY

—_——

&

@ 2R B

Right to non-discrimination
Right to equity

Right to accountability
Right fo autonomy

Right to safety

Right to transparency

s
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RESEARCH METHODS AND REPORTING

B orenscosss. FUTURE-AL international consensus guideline for trustworthy
) Ghocs o upeu | and deployable artificial intelligence in healthcare

Karim Lekadir, '~ Alsjandro F Frzng, ™ Antonio R Porras,” Ben Glocker,® Calia Cintas,”
Curtis P Langlotz.® Bva Weicken,” Folkert W Asselbergs, '™ Fred Priar*? Gary S Collins, ™
Georgios Kalssis,* Glanna Tsakow' Iréne Buvat,'® Jayashree Kalpathy-Cramer,'”

John Mongan,”® Juliz A Schnabal,* Katsar Kushibar,” Katrina Riklund,”® ¥ostas Marlas,”
Lameck M Amugongo,”” Lauren A Fromant,” Lena Maler-Hein,™ Leonor Cerd3-Albench,™
Lusts Marti-Bonmatl,™ M Jorge Cardoso,”” Macle] Bobowlcz, ™ Mahsa Shabani

Mznolis Tslknakls, ™ Marla A Zuluaga, ™ Mare-Christing Fritzsche, ! Marina Camacho.,
Marlus George Lingurary,™ Markus W enzel * Marleen De Brufjne,” Martin G Tolsgaard, ™
Melanie Goisauf,” Ménica Cang Abadfa,” Nikolaos Papanikotzaou. ™ Moussalr Larrak '
Ol Pujol.” Richand Osuala, Sandy Napel, ™ Szrm Cotantonio,® Smit Joshl,' Stefan Kieln ™
Sisanna Aussh, ¥ Wendy A Rogers,* Zohaib Satzheddin,** Martn P A Starmans™;

on behalf of the FUTURE-Al Consortium

Far umbered amlaimzsm . J@SPIte Major advances in artificial
ond of e article

Compmdencate tismar INEENIgEnCe (Al research for

m&f“mm £51 healthcare, the deployment and

adétimd matm mptieied 200 PtON OF Al technologies remain
.}',',",‘;,':m oowpmznvEE\imited in clinical practice. This paper
nieths = myzensseetsss (JesCiibes the FUTURE-AI framework,
ST which provides guidance for the
Actomect 10 Eusy 2035 development and deployment of
trustworthy Al tools in healthcare. The
FUTURE-AI Consortium was founded in
2021 and comprises 117
interdisciplinary experts from 50
countries representing all continents,
including Al scientists, clinical
researchers, biomedical ethicists, and
social scientists. Over a two year
period, the FUTURE-Al guideline was

SUMMARY POINTS

Despite major advances (n medical arificlal inielfigence () research, clinical
adoptfon of emergagal solaiens remains challenging owing 10 Iimited st and
ethical concems

Thee FUTURE AL Consortium unites 117 experisfrom 50 coontries to defing
IMEEMATionE| guitelnes far s oy heaimcare Al

The RITURE A framew ori i stactured around sis gusding principies: falmess,
Lniversaiiy, traceatilin, usshilieg, mtusmess, and explatnabltig

The guldeling sddresses the entlre Al lifecycle, fiom Sesign and dev stopmeant
tovatidaiion and degloyment, enstring alignment with real wodld needs and
ethical reguinrements

Thee framies ook InCisdes 30 deaiied recammendanians I balsing trusrwoney
and depioyable Al sy=ems, emphasising muismyEholdar collagorsikan
Continius nsk 3ssassment and mitigaton are fundamentzl, sddressing blases,
dara vanatlans, and evolding challenges during rhe &l |iecyce

FUTUREA| I= designed as 2 dynamic framework, whkich will evovewith
1echnclagial idvastements ant stakeholder feedback

v | Bt T 20 ABERCEES4 | dol: 101136/ bm | 2004 -DEIES

established through consensis based
On six guiding principles—Ffairness,
universality, traceability, usability,
robustness, and explainability. To
operationalise trustworthy Al in
healthcare, 3 set of 30 best practices
were defined, addressing technical,
clinical, socioethical, and legal
dimensions. The racommendations
cover the entire lifecycle of healthcare
Al, from design, development, and
validation to regulation, deployment,
and monitoring.

Introducthon
Inthe field afhealthcars, ardfictl tneelligence (AT —that
=, algomiims with 1he abdlty @ selfleam Jogc—and
dam imerarans have been increasingly used wdsvelap
compuwer Aded models, for example, disease dagposs,
progoosis, predicdon of therapy response of sunvival,
and pagent sradficnon.’ Despls major advances, the
deployment and adopeion of AF echoolopies remain
brmieed 10 real woold clmecal pracdce. In recens yesrs,
concems have been nused shous the wchnical, clmical,
ethical, ond socem] nsks asodaed with healthoare
AL** In partcular exising reseanch has shown thar Al
wals in healthenme can be pmne & emors and padent
harm, hizses and inreased health inequalites, 1ack of
rransparency and sccoanmhibing, aswedl as dae privacy
and secumry breaches #2

To mcrease adopoon in the real world, f1is essenoal
thar Al rools are wased and accepred by padents
chnicians, health ompanisadons, and  suthonoes
However, there t= zn ahsence of dear, widely acpepad
puidelines on how healthrare A wals shoold be
desymed, develaped, svalmed, and deployed w be
mzswortiy—thar i, echmcally robust, cimcally safe
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FAIR UNIVERSAL | TRACEABLE USABLE ROBUST | EXPLAINABLE
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Recommendations Research Deployable
Fairness
— 1 _Define any potential sources of bias from an early stage ++ i
2. Collect information on individuals’ and data attributes + +
+ ++

3. Evaluate potential biases and, when needed, bias correction measures

Examples
Patients, clinicians, epidemiologists, ethicists, social carers
Sex, age, socioeconomic status®

Recommendations Operations
Define any potential Engage relevant stakeholders to define the sources of bias
sources of bias (fairmess  Define standard attributes that might affect the Al tool’s

—)p 1) fairness
Identify application specific sources of bias beyond Skin colour for skin cancer detection,'®® '°* breast density for breast cancer detection’

standard attributes
Identify all possible human biases

97 58

Data labelling, data curation®
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=  Engage stakeholders (e.g. patients, clinicians, ethicists, ...)
=  Understand all potential issues, risks, needs, ethical issues, etc:

1. User requirements (incl. intended use)

Intended clinical settings
Sources of errors, data variations
Sources of bias

Explainability options

Sources of performance degradation

T T ol o

Application-specific ethical risks (e.g. in children)

=  |mplement suitable appropriate Al methods/mitigation measures
=  Evaluate all dimensions of frustworthy Al, then iterate if needed
= Report everything, including benefits and [imitations
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=  Understand intended use and user requirements, preferences, etc
= Accordingly, implement user-centred solutions

=  Examples: User-friendly human-Al interfaces

=  Then, evaluate usability measures
=  Examples: User satisfaction through questionnaires
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»  Understand infended clinical settings and variations.

=  Examples: High-income country, low-income country, big hospital,
rural clinic.

= Evaluate applicability across the intended settings.
=  Then, apply mitigation measures
=  Examples: Train and test with data from multiple clinical centres.
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=  Understand potential sources of errors or failures

=  Examples: Noise, motion of the patient during scanning, low- gquality
equipment

= Then evaluate robustness and identify potential issues.

=  Then apply mitigation measures, if necessary.
=  Examples: Noise removal, data harmonisation, human oversight.




: () BCN
Fairness OAIM

=  Understand sources of bias

=  Examples: Sex, age, ethnicity, socio-economics

= Then evaluate potential Al biases
= |f necessary, apply mitigation measures
=  Examples: Data re-sampling, equalised odds techniques
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=  Understand more suitable explainability options

=  Example: Image heatmaps, feature importance, counterfactuals
=  Evaluate the explanations with end-users

= |f necessary, apply mitigation measures

=  Examples: Use a different explainable Al method.
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Understand sources of performance degradation over fime

Examples: Change in imaging protocols

Accordingly, implement specific mechanisms for monitoring the Al
tool over time

Examples: Quality control of input data, yearly evaluation, model
recalibration




== S~
L W]

=11l
I+
= L~

=

Gl:
Usl:
unt:
R1:
FI:
El:
un2:
Gé:
G7:

Through Al Lifecycle

—

G2:
F2:
R2:
G3:
Us2:

(1) DESIGN STAGE

Engage inter-disciplinary stakeholders

(2) DEVELOPMENT STAGE

Implement measures for privacy and security
Collect dafa on individuals’ aftributes
Collect representative real-world data
Implement measures against identified Al risks
Implement human-Al inferaction mechanisms

(3) EVALUATION STAGE

Define intended use and user requirements G4: Define an adequate evaluation plan
Define clinical settings and related variations Un3: Evaluate using external and/or multi-site data
Define all sources of data heterogeneity R3: Evaluate robustness against real variations

Define all sources of bias
Define explainability needs
Use community-defined standards

F3: Evaluate fairess and debiasing measures
‘ " Us3: Evaluate user experience and acceptance

Us4: Evaluate clinical utility and safety

Investigate application-specific ethical issues E2: Evaluate explainability with end-users

Investigate social and societal issues

T2:  Document the Al tool including evaluations

Implement a risk management process

Un4:
Us3:
T3:
T4:
T5:
Gb:
Té:

(4) DEPLOYMENT STAGE

Evaluate local clinical validity

Provide fraining materials and activities
Define mechanisms for quality control
Implement a periodic auditing system
Implement a logging systfem

Comply with Al regulatory requirements
Establish mechanisms for Al governance

(N
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Best Practices — Design

Engage inter-disciplinary stakeholders

Define infended use and user requirements
Define clinical seftings and related variations
Define all sources of data heterogeneity
Define all sources of bias

Define explainability needs

Use community-defined standards
Investigate application-specific ethical issues
Investigate social and societal issues

Define a risk management process
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Best practice Practical steps Examples
(What) (How) (References)
Identify all relevant stakeholders Patients, GPs, nurses, ethicists, data managers
(78.79)
_ Provide mmformation on the Al tool Educational seminars, training materials,
Engage inter- and Al webinars (80)
disciplinary Set up communication channels Regular group meetings, one-to-one interviews.,
stakeholders with stakeholders virtual platform (81)
(General 1) Organise co-creation consensus One-day co-creation workshop with #»=15 multi-
meetings disciplinary stakeholders (82)
Use qualitative methods to gather | Online surveys, focus groups, narrative interviews
feedback (83)
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Stakeholder Engagement

RadioVal FUTURE Al Survey

Time required: 45 minutes

Goal

We are conducting a survey on trustworthy artificial intelligence (Al) for breast cancer
treatment planning. Our aim is to reach healthcare experts across various institutions
to get an insight into their day-to-day practice: issues encountered, agreements and
more importantly, disagreements regarding clinical practices, definitions, and
protocols to set requirements for our tool. We also want to get their perspective on Al
tools and ways to make them more reliable and applicable in clinical settings.

3. What sources of bias do you think we should possibly take into account? *

4. What is your profession? *
Radiologist
Oncologist
Radiation Oncologist
Surgeon
General practitioner
Pathologist
Other

3. What information should be monitored over time? *

Definitely = Maybe

Usage
Errors

Limitations

BCN
AIM

Not
needed
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8. Rank the following variables based on their importance for bias estimation

Socio-economic
st status

3rd _ Education 12. Rank the following variables based on their importance for bias estimation
5th . Do not know 1st Patient family history
2nd Menopausal status
9. Do you have information on ethnicity in your centre/country? s [ - -
4ath Breast density
Mental health/femctional
19 5th state
6th Physical comorbidities

Hormonal replacement

7th therapy

8th

Aesthetic surgery

Don't know
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Best Practices — Design

Engage inter-disciplinary stakeholders

Define infended use and user requirements
Define clinical seftings and related variations
Define all sources of data heterogeneity
Define all sources of bias

Define explainability needs

Use community-defined standards
Investigate application-specific ethical issues
Investigate social and societal issues

Define a risk management process
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Al4HF Secondary risk prevention in heart failure

Clinicians Patients
What should the Al tool predict ¢ What should the Al tool predict ¢
o Change in cardiac function o Risk of fatigue
o Risk of myocardial infarction o Risk of backpain

o Risk of mortality o Risk of hospital re-admission
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Best Practices — Design

Engage inter-disciplinary stakeholders

Define infended use and user requirements
Define clinical seftings and related variations
Define all sources of data heterogeneity
Define all sources of bias

Define explainability needs

Use community-defined standards
Investigate application-specific ethical issues
Investigate social and societal issues

Define a risk management process
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Venton et al. 2021. Robustness CNNs to physiological ECG noise.
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Best Practices — Design

Engage inter-disciplinary stakeholders

Define infended use and user requirements
Define clinical settings and related variations
Define all sources of data heterogeneity
Define all sources of bias

Define explainability needs

Use community-defined standards
Investigate application-specific ethical issues
Investigate social and societal issues

Define a risk management process
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Best Practices — Design

Engage inter-disciplinary stakeholders

Define infended use and user requirements
Define clinical settings and related variations
Define all sources of data heterogeneity
Define all sources of bias

Define explainability needs

Use community-defined standards
Investigate application-specific ethical issues
Investigate social and societal issues

Define a risk management process



Explainability (\’/'_\Bﬁ,N\

08 - ” \
> >
.5 . " } “
3 : 3 3 g
06 “ ~3 o w 3
3 v 5 -
: 3 :
04 5 A > s
[ ‘ b4 < b
3 : : s
02
Feature Y values Foature Jvalues
00
(a) (b)
High
Feature 1 «‘--— o e ——
Feature 2 *.. i P T
’ Synthetic image resulting i
in higher model prediction Feature 3 = E
e :
Feature 4 _...‘. T 2 @
| =
Counterfactual .ﬂ- 2
Image Generation Feature 5 == *__.., - E
| Feature 6 *,._
Patch containing \
amass Feature 7 —*0——
010 -0.05 000 005 010 015 020 Low

Synthetic image resulting
in lower model prediction SHAP Value - Impact on Model Quiput



G2:
F2:
R2:
G3:
Us2:

Best Practices — Development

Define measures for privacy and security
Collect data on individuals’ attributes

Collect representative real-world data
Implement measures against identified Al risks
Implement human-Al inferaction mechanisms

(11
(12
(13
(14
(15
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Individuals’ Attributes

Patient | Age B Sex H Ethnicity | Neighbourhoodlj Altitude [ Skincolour ] Education K
Patient001 20 Male E. Europe Gracia 0 White High-School
Patient002 20 Male S. Europe Gracia 0 White University
Patient003 30 Male N. Africa Horta 500 White University
Patient004 30 Male N. Africa Horta 500 White University
Patient005 40 Male S. Africa Poblenou 1000 Black High-School
Patient006 40 Female S. Africa Poblenou 1000 Black High-School
Patient007/ 50 Female S. Asia Gervasi 1500 White High-School
Patient008 50 Female E. Asia Gervasi 1500 White University
Patient009 60 Female L. America Eixample 3000 White University
Patient010 60 Female L. America Eixample 3000 Black University
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High-quality data Heterogeneous data

; . q-\'g;d'Hebron
quironsalud Hospital

Private hospital Public hospital
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G2. Define measures for privacy and security (11)

F2: Collect data on individuals’ attributes (12)
R2: Collect representative real-world data (13)
G3:.  Implement measures against identified Al risks  (14)

Us2: Implement human-Al interaction mechanisms  (15)
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Contents lists available at ScienceDirect

Artificial Intelligence In Medicine

journal homepage: www.elsevier.com/iocate’arimed

Research paper

Domain generalization in deep learning based mass detection in R |

mammography: A large-scale multi-center study
Lidia Garrucho ", Kaisar Kushibar, Socayna Jouide, Oliver Diaz, Laura Igual, Karim Lekadir

Antificial imelligence in Medicine Lab (BUN-AIM). Foculty of Mothernatics ard Computer Seience, University of Barcelona, Gran Via de les Corts Cateleres
585, Barcelong, OS007, Horcelong, Spain
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«v& Original Research Source Domain A G(X) Target Domain

? frontiers | Frontiers in Oncology PuBLIsHED 23 January 2023
5110.3389/fonc. 2022 1044496

Generator G

High-resolution synthesis of
high-density breast
mammograms: Application to
improved fairness in deep

learning based mass detection L :
BI-RADS A BI-RADS D

Lidia Garrucho™, Kaisar Kushibar?, Richard Osuala®,
Oliver Diaz’, Alessandro Catanese?, Javier del Riego”,
Maciej Bobowicz®, Fredrik Strand®, Laura Igual®

and Karim Lekadir*

Low- High-
density density
breasts breasts

(~5%)
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QOriginal Research

3; frontiers | Frontiersin Oncology 23 January 2023
10.3389/fonc.2022.1044496

High-resolution synthesis of
high-density breast
mammograms: Application to
improved fairness in deep
learning based mass detection

Original OP-MLO CS-MLO BC-All

Lidia Garrucho™, Kaisar Kushibar®, Richard Osuala’,
Oliver Diaz’, Alessandro Catanese®, Javier del Riego’,
Maciej Bobowicz®, Fredrik Strand®, Laura Igual’

and Karim Lekadir'
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Best Practices — Validation

Define an adequate evaluation plan
Evaluate using external and/or multi-site data
Evaluate robustness against real variations
Evaluate fairness and debiasing measures
Evaluate user experience and acceptance
Evaluate clinical utility and safety

Evaluate explainability with end-users
Document the Al tool including evaluations

(16
(17
(18
(19
(20
(21
(22
(23
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Fairness Evaluation

scientific reports

OPEN

‘ W) Check for updates

Fairness and bias correction

in machine learning for depression
prediction across four study
populations

Vien Ngoc Dang®™, Anna Cascarano?, Rosa H. Mulder??, Charlotte Cecil***,
Maria A. Zuluaga®, Jerénimo Hernandez-Gonzalez” & Karim Lekadir'®

A significant level of stigma and inequality exists in mental healthcare, especially in under-served
populations. Inequalities are reflected in the data collected for scientific purposes. When not properly
accounted for, machine learning (ML) models learned from data can reinforce these structural
inequalities or biases. Here, we present a systematic study of bias in ML models designed to predict
depression in four different case studies covering different countries and populations. We find that
standard ML approaches regularly present biased behaviors. We also show that mitigation techniques,
both standard and our own post-hoc method, can be effective in reducing the level of unfair bias.
There is no one best ML model for depression prediction that provides equality of outcomes. This
emphasizes the importance of analyzing fairness during model selection and transparent reporting
about the impact of debiasing interventions. Finally, we also identify positive habits and open
challenges that practitioners could follow to enhance fairness in their models.

ioeconomic status
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Missing
Other-
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0.4 05 0.6 0.7 0.8
True positive rate

UKB - Income

High

Low -

HE-H

0.500 0.625 0.650 0.675 0.700 0.725 0.750 0.775 0.800

True positive rate

Standard Al models
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Efficiency:

(2] How fast someone can use a product

Human evaluators in 5 sites:

v 2 GPs at each site

Intuitiveness:

How effortlessly someone can

The System understand & product

v’ 2 cardiologists at each site Usability Scale (SUS)

helps measure: Ease:

How simple & product is to usa

v 2 nurses at each site

Satizfaction:

How much a user subjectively likes or
dislikes using a product

2000

v' 7 patients for each clinician

v 2 IT/data manager

= 50% male + 50% female @
Al4AHF
N-f'

= 50% early-career, 50% > 5-year experience
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Best Practices — Deployment

Evaluate local clinical validity

Provide training materials and activities
Define mechanisms for quality conftrol
Implement a periodic auditing system
Implement a logging system

Comply with Al regulatory requirements
Establish mechanisms for Al governance

s

(24)
(25)
(26)
(27)
(28)
(27)
(30)
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Q. radioval

he image Quality Assessmunt toel

Foreground
u:‘|1;uv1‘r_‘uu|||--Jn[\y'luu ) ot ‘ VAN ; " vo' RadioVal SNR: 22,755
- i, By . e ' RadioVal CJV: 0.712
) basedion the perceved love of Rofss ' ; 5 e Tp Mean FG / BG: 51,534 / 4.7

Standard Deviation FG / BG: 31.074 / 2.265
RadicVal CNR: 37,92

RadioVal SNR POS1: 18.38

; RadioVal SNR POS2: 56.3

' Mean POS1 / POS2: 41.626 / 127.504

Standard Deviation POS1 / POS2: 13.068 / 23.138

or fat suppressed mages only)

No . Y 0 >
- v { ‘ é
X

. Tissue 1 (POS1)

, ~ . Tissue 2 (POS2)
Defining Foreground with logic operations

Nikiforaki et al. 2024. Image Quality Assessment Tool for Conventional and Dynamic Magnetic Resonance Imaging Acquisitions.
Journal of Imaging, 10(5), p.115.
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Part 3 - Trustworthy Al in an EIC
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Objective 1: Design., develop and demonstrate the first trustworthy AI technologyv for personalised risk
assessment and improved management of HF patients in clinical cardiology.

Objective 2: Implement a human-centred. multi-stakeholder, inclusive approach to improve awareness,
acceptance and promotion of trustworthy Al in cardiovascular risk assessment.

Objective 4: Implement the very first international. multi-faceted clinical validation study for Al-powered
risk assessment in cardiology in multiple developed and developing countries.

Objective 1: Design, develop and evaluate a trustworthy and
ethical Al tool for early cancer detection



Method Section

Stakeholder engagement
Training and testing datasets
Al methods implementation
Al validation studies

Reporting, dissemination, exploitation

s



Stakeholder Engagement (\\9/_'\3@'\

* 1-2 radiologists and 1-2 physicians per SSA site (Total ~20).

Understand clinical needs, potential barriers | 1 T i msmvsmer s SISy st (ol 11D

and clinical features of the Al tools. ' _ , '
* 10 patients / advocates (e.g. patients at local sites, StopTB local groups).

* 15 local policy makers (e.g. health ministries, regional health agencies).
* 7 policy / advocacy organisations (e.g. StopTB, WHO-Africa, National
Tuberculosis Control Programs, Digital Health Africa, etc).

Define pathways towards implementation and
adoption of the Al tools in real-world practice.

Participatory action research (PAR): We will employ various PAR methods, such as qualitative mterviews, focus
groups and co-creation workshops, to gather msights on the needs, views and concerns of SSA stakeholders. At the
start of the project, CISM, KUHES and ISGLOBAL will elaborate a qualitative master protocol with all SSA site,
which will be then adapted by each SSA site to ensure relevance to the local contexts. The local social scientists will
then collect data through direct interactions with the local stakeholders, employing narrative interviews or focus
groups as needed. For instance, each SSA partner will organise focus groups with #=7-10 local patients to discuss
ethical concerns and the patient’s views on (1) the clinical sites waiving consent on their behalf for the public good,
(11) the application of Al to diagnose their family members or children, (111) the monetisation of their data to gather
extra resources for the healthcare facilities. All qualitative data will be transcribed verbatim then structured through
a qualitative data management software (Nvivo).
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Table 2 — List of selected cardiovascular cohorts to be leveraged in AI4HF

Datasets

(N

BCN
AIM

- o
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Number of = g = =E £ 7 = = 3 2

HF c |E2| 25| & | SE|E=2

o | — - = b L —_
Name Country Partner Type patients = o £ = = O & O 2
Dataset 1 (Available at the start of AT4HF) =715,000

CALIBER UK NLHI EHR 502.536 Y S N N b4 Y
UK Biobank UK UOXF Cohort 8.000 Y S IR S X Y
SwedeHF SE UMCU Registry 150,000 X S R R i 2
ABUCASIS ES NLHI EHR 43.000 Y S R S b4 Y
UPOD NL UMCU EHR 8.000 X S 23 S+R X b
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H_

Fairness: To assess and address Al biases (e.g. with respect to sex or ethnicity), we will include dedicated metrics (e.g. Statistical
Parity, Group Fairness), and bias mitigation techniques (e.g. adaptive data re-sampling, equalised odds post-processing).

Universality: To ensure wide applicability of the Al solutions, the toolkit will comprise transfer learning and knowledge
distillation techniques to optimise and calibrate pre-existing AI models for each new clinical site across different SSA countries.

Traceability: We will implement statistical tests (e.g. population stability index, performance variability) to identify drifts in the
input images or Al decisions over time. We will include continuous learning methods to re-calibrate the AI models.

Usability: Existing usability questionnaires, such as the System Usability Scale, will be updated and adapted to local contexts
of African clinicians, so they can be utilised to assess acceptance and applicability of newly developed Al solutions.

Robustness: Methods for assessing robustness (e.g. against variations in data quality or image scanners across SSA sites) will be
implemented, together with image harmonisation and domain adaptation techniques to enhance robustness.

Explainability: Explainable Al methods will be provided in the open toolkit, such as heatmaps, depending on the needs and
preferences of the local clinicians for interpreting visually the decisions of the Al tools on the input images.




Al Validation N

In-silico validation of Al-based TB diagnosis from adult CUS: This study will implement the same logical steps as
above across five different SSA partners, in Gabon, Malawi, Gambia, Ghana, and Uganda. We will evaluate the Al
tool's performance in adult TB diagnosis with CUS 1mages, with a focus on its adaptability and consistency across
various CUS machines and setups that are prevalent in SSA settings. Given the operator-dependent nature of CUS,
we will specifically assess how variations in image acquisition by different sonographers influence the AI’s
diagnostic accuracy. Five radiologists, sonographers, and general practitioners per site will participate to evaluate the
Al tool’s accessibility and practicality in typical clinical environments. The trial will also explore the effectiveness
of explainable AI features in aiding clinicians to 1dentify TB-related abnormalities in CUS such as pleural effusion
and echogenic patterns mdicative of fibrosis, calcification, or fluid accumulation. Importantly, we will thoroughly
compare Al-aided diagnosis of TB 1n adults with CUS with standard of care based on CXR expert interpretation.
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1.2.15 Gender Dimension
It 1s established that there are sex differences in respiratory disease, both in terms of pathophysiology and disease
manifestation®. Hence, in AFRICAI-RI, sex differences will be taken into consideration from day one, as follows:

- First, during the requirements analysis in WP1, our social scientists will ensure a balanced representation in
terms of sex and gender in the stakeholder engagement activities, to obtain unbiased requirements.

- During data preparation in WP2-3, we will carefully estimate the distribution of men and women for all data
sources, thus ensuring potential bias 1s reported or corrected (e.g. using sampling methods).

- Bias estimation will be applied in WP4-5 to assess if the Al tools are biased or fair across male and female
subjects. Correction measures will be systematically applied to correct for any identified biases,

- The selection of patients and clinicians for the multi-site in silico trials in WP6 will ensure a balanced
representation and the analyses will be stratified for potential sex differences.

- In WP7, the early career researchers and students will be recruited ensuring a perfect gender balance.

- Finally, findings and recommendations will be disseminated in WP8-9 to promote accessible Al-powered
imaging diagnostics of respiratory diseases across all subgroups, mmcluding male and female patients.
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T1.2. Qualitative studies (CISM. ISGLOBAL, ALL) [M1-M48]: At M1-M3, CISM and ISGLOBAL will
coordinate elaborate a qualitative master protocol with all SSA sites. At M3-M12, data will be continuously collected
through site workshops and individual interviews with stakeholders in all SSA sites (as described in Section 1.2.4).
Content and thematic analyses will be used to analyse data (Nvivo software) and extract requirements. The process
will be repeated throughout the project depending on emerging questions and needs.

T1.3. Co-creation activities and consensus requirements (CISM, ISGLOBAL, ALL) [M9-M48]: Starting from
MO, the results will be shared through local workshops to foster feedback. MRCG will organise an in-person co-
creation workshop in The Gambia during the first annual meeting to resolve any misalignments (e.g. a technical
requirement does not align with ethical concerns). Follow-up online co-creation meeting will be convened regularly
to refine all requirements. Requirements documents and scientific publications will be elaborated by all sites,

coordinated by CISM.
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T3.3. Robust AI methods for cross-centre generalisability (UOXF. UB. NLHI. UMCU. VHIR. ICRC. MUHAS.
INCOR. BSC. SRDC) [M12-M36]:

e At M12-M18, the baseline models will be assessed with respect to the sources of heterogeneity identified
during requirement analysis in WP1 (e.g. varnations in biomarkers. ECG machines, image scanners. data
quality). by performing “leave one centre out™ tests based on the 5 cohorts of Dataset 1.

e At MI8-M24. UOXF and UB will implement and assess several strategies for enhanced Al robustness across
datasets and centres. such as data synthesis. transfer learning. domain adaptation and knowledge distillation.

T3.4. Bias detection and mitigation methods (UB. NLHI. UOXF, UMCU., VHIR. ICRC. MUHAS. INCOR.
CERTH) [M12-M36]:
e AtMI12-M18. the baseline models will be tested for their fairness depending on the sources of bias identified
in WP1 (e.g. sex, comorbidity). by implementing metrics such as Statistical Parity and Group Fairness.

e At M18-M27. based on Dataset 1. UB will implement bias mitigation measures, such as 1) pre-processing
approaches (e.g. re-sampling or data augmentation). (2) in-processing approaches that explicitly remove
discrimination during model training. and (3) post-processing e.g. the equalised odds technique.
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= Space is limited (20 pages): How much for Al (1 or 10 pages)?

= Reviewers could be Al experts or/and domain experts

= Depends on the EIC grant:

O

O

Al has a major role: It's an Al-focused EIC grant proposal
Al is prominent, but it's not the core of the EIC proposal
Al has a minor role: It's just a method amongst others

There is no Al at all
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B orenscosss. FUTURE-AL international consensus guideline for trustworthy
) Ghocs o upeu | and deployable artificial intelligence in healthcare

Karim Lekadir, '~ Alsjandro F Frzng, ™ Antonio R Porras,” Ben Glocker,® Calia Cintas,”
Curtis P Langlotz.® Bva Weicken,” Folkert W Asselbergs, '™ Fred Priar*? Gary S Collins, ™
Georgios Kalssis,* Glanna Tsakow' Iréne Buvat,'® Jayashree Kalpathy-Cramer,'”

John Mongan,”® Juliz A Schnabal,* Katsar Kushibar,” Katrina Riklund,”® ¥ostas Marlas,”
Lameck M Amugongo,”” Lauren A Fromant,” Lena Maler-Hein,™ Leonor Cerd3-Albench,™
Lusts Marti-Bonmatl,™ M Jorge Cardoso,”” Macle] Bobowlcz, ™ Mahsa Shabani

Mznolis Tslknakls, ™ Marla A Zuluaga, ™ Mare-Christing Fritzsche, ! Marina Camacho.,
Marlus George Lingurary,™ Markus W enzel * Marleen De Brufjne,” Martin G Tolsgaard, ™
Melanie Goisauf,” Ménica Cang Abadfa,” Nikolaos Papanikotzaou. ™ Moussalr Larrak '
Ol Pujol.” Richand Osuala, Sandy Napel, ™ Szrm Cotantonio,® Smit Joshl,' Stefan Kieln ™
Sisanna Aussh, ¥ Wendy A Rogers,* Zohaib Satzheddin,** Martn P A Starmans™;

on behalf of the FUTURE-Al Consortium

Far umbered amlaimzsm . J@SPIte Major advances in artificial
ond of e article

Compmdencate tismar INEENIgEnCe (Al research for

m&f“mm £51 healthcare, the deployment and

adétimd matm mptieied 200 PtON OF Al technologies remain
.}',',",‘;,':m oowpmznvEE\imited in clinical practice. This paper
nieths = myzensseetsss (JesCiibes the FUTURE-AI framework,
ST which provides guidance for the
Actomect 10 Eusy 2035 development and deployment of
trustworthy Al tools in healthcare. The
FUTURE-AI Consortium was founded in
2021 and comprises 117
interdisciplinary experts from 50
countries representing all continents,
including Al scientists, clinical
researchers, biomedical ethicists, and
social scientists. Over a two year
period, the FUTURE-Al guideline was

SUMMARY POINTS

Despite major advances (n medical arificlal inielfigence () research, clinical
adoptfon of emergagal solaiens remains challenging owing 10 Iimited st and
ethical concems

Thee FUTURE AL Consortium unites 117 experisfrom 50 coontries to defing
IMEEMATionE| guitelnes far s oy heaimcare Al

The RITURE A framew ori i stactured around sis gusding principies: falmess,
Lniversaiiy, traceatilin, usshilieg, mtusmess, and explatnabltig

The guldeling sddresses the entlre Al lifecycle, fiom Sesign and dev stopmeant
tovatidaiion and degloyment, enstring alignment with real wodld needs and
ethical reguinrements

Thee framies ook InCisdes 30 deaiied recammendanians I balsing trusrwoney
and depioyable Al sy=ems, emphasising muismyEholdar collagorsikan
Continius nsk 3ssassment and mitigaton are fundamentzl, sddressing blases,
dara vanatlans, and evolding challenges during rhe &l |iecyce

FUTUREA| I= designed as 2 dynamic framework, whkich will evovewith
1echnclagial idvastements ant stakeholder feedback

v | Bt T 20 ABERCEES4 | dol: 101136/ bm | 2004 -DEIES

established through consensis based
On six guiding principles—Ffairness,
universality, traceability, usability,
robustness, and explainability. To
operationalise trustworthy Al in
healthcare, 3 set of 30 best practices
were defined, addressing technical,
clinical, socioethical, and legal
dimensions. The racommendations
cover the entire lifecycle of healthcare
Al, from design, development, and
validation to regulation, deployment,
and monitoring.

Introducthon
Inthe field afhealthcars, ardfictl tneelligence (AT —that
=, algomiims with 1he abdlty @ selfleam Jogc—and
dam imerarans have been increasingly used wdsvelap
compuwer Aded models, for example, disease dagposs,
progoosis, predicdon of therapy response of sunvival,
and pagent sradficnon.’ Despls major advances, the
deployment and adopeion of AF echoolopies remain
brmieed 10 real woold clmecal pracdce. In recens yesrs,
concems have been nused shous the wchnical, clmical,
ethical, ond socem] nsks asodaed with healthoare
AL** In partcular exising reseanch has shown thar Al
wals in healthenme can be pmne & emors and padent
harm, hizses and inreased health inequalites, 1ack of
rransparency and sccoanmhibing, aswedl as dae privacy
and secumry breaches #2

To mcrease adopoon in the real world, f1is essenoal
thar Al rools are wased and accepred by padents
chnicians, health ompanisadons, and  suthonoes
However, there t= zn ahsence of dear, widely acpepad
puidelines on how healthrare A wals shoold be
desymed, develaped, svalmed, and deployed w be
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North
ey Atlantic
Ocean

fndian
ODcean




Many Thanks! (\A?Ii/N\

n \ European .-e--rc SHpEE
-t R < Research
Commission '.-,-:-:-.:..',:::..i Council

@ Al4HF lonngoolsyé

HEALTH & ENVIRONMENT DYNAMICS

UCAN Qradioval iz. FECYT

FUNDACION ESPANOLA
PARA LA CIENCIA
Y LATECNOLOGIA

karim.lekadir@ub.edu



mailto:karim.lekadir@ub.edu

	Slide 1: Como desmostrar que la IA  que uso es robusta?
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13: Traceability
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54
	Slide 55
	Slide 56
	Slide 57
	Slide 58
	Slide 59
	Slide 60
	Slide 61
	Slide 62
	Slide 63
	Slide 64
	Slide 65
	Slide 66
	Slide 67
	Slide 68
	Slide 69
	Slide 70

