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Terminology

o Technically & societally robust AI

o Trustworthy AI

o Ethical AI

o Responsible AI

o Human-centred AI
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AI in Healthcare

Tumours missed by 6 clinicians

Detected by the AI tool



Robustness

Tumours detected by 6 clinicians

Missed by the AI tool



“The lack of details of the methods and algorithm code undermines its scientific value”

Transparency



Universality

Equivalent SuperiorAI vs. Doctor(s)



Fairness



Explainability

Nowakowska, S., et al. 2024. Bioengineering, 11(6), p.556.



Traceability



Usability

Scheetz, J. et al. 2021, A survey of clinicians on the use of AI, Scientific reports, 11(1), p.5193.



▪ Robustness

▪ Universality

▪ Fairness

▪ Explainability

▪ Traceability

▪ Usability

Characteristics Trustworthy AI



Characteristics Trustworthy AI

FAIRNESS

UNIVERSALITY

TRACEABILITY

USABILITY

ROBUSTNESS

EXPLAINABILITY

Based on ethical principles and fundamental rights:

Right to non-discrimination

Right to equity

Right to accountability

Right to autonomy

Right to safety

Right to transparency
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Operationalisation



Methodology

▪ Engage stakeholders (e.g. patients, clinicians, ethicists, …)

▪ Understand all potential issues, risks, needs, ethical issues, etc:

1. User requirements (incl. intended use)

2. Intended clinical settings 

3. Sources of errors, data variations

4. Sources of bias

5. Explainability options

6. Sources of performance degradation

7. Application-specific ethical risks (e.g. in children)

▪ Implement suitable appropriate AI methods/mitigation measures

▪ Evaluate all dimensions of trustworthy AI, then iterate if needed

▪ Report everything, including benefits and limitations



Usability

▪ Understand intended use and user requirements, preferences, etc

▪ Accordingly, implement user-centred solutions

▪ Examples: User-friendly human-AI interfaces

▪ Then, evaluate usability measures

▪ Examples: User satisfaction through questionnaires



Universality

▪ Understand intended clinical settings and variations.

▪ Examples: High-income country, low-income country, big hospital, 

rural clinic.

▪ Evaluate applicability across the intended settings.

▪ Then, apply mitigation measures

▪ Examples: Train and test with data from multiple clinical centres.



Robustness

▪ Understand potential sources of errors or failures

▪ Examples: Noise, motion of the patient during scanning, low- quality 

equipment

▪ Then evaluate robustness and identify potential issues.

▪ Then apply mitigation measures, if necessary.

▪ Examples: Noise removal, data harmonisation, human oversight.



Fairness

▪ Understand sources of bias

▪ Examples: Sex, age, ethnicity, socio-economics

▪ Then evaluate potential AI biases

▪ If necessary, apply mitigation measures

▪ Examples: Data re-sampling, equalised odds techniques



Explainability

▪ Understand more suitable explainability options

▪ Example: Image heatmaps, feature importance, counterfactuals

▪ Evaluate the explanations with end-users

▪ If necessary, apply mitigation measures

▪ Examples: Use a different explainable AI method.



Traceability

▪ Understand sources of performance degradation over time

▪ Examples: Change in imaging protocols

▪ Accordingly, implement specific mechanisms for monitoring the AI 

tool over time

▪ Examples: Quality control of input data, yearly evaluation, model 

recalibration



Through AI Lifecycle



Best Practices – Design

G1:  Engage inter-disciplinary stakeholders  (1)

Us1:  Define intended use and user requirements (2)

Un1:  Define clinical settings and related variations (3)

R1:  Define all sources of data heterogeneity  (4)

F1:  Define all sources of bias    (5)

E1:  Define explainability needs    (6)

Un2:  Use community-defined standards   (7)

G6:  Investigate application-specific ethical issues (8)

G7:  Investigate social and societal issues  (9)

T1:  Define a risk management process   (10)



Stakeholder Engagement

Best practice

(What)

Practical steps

(How)

Examples

(References)
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Stakeholder Engagement



Best Practices – Design

G1:  Engage inter-disciplinary stakeholders  (1)

Us1:  Define intended use and user requirements (2)

Un1:  Define clinical settings and related variations (3)

R1:  Define all sources of data heterogeneity  (4)

F1:  Define all sources of bias    (5)

E1:  Define explainability needs    (6)

Un2:  Use community-defined standards   (7)

G6:  Investigate application-specific ethical issues (8)

G7:  Investigate social and societal issues  (9)

T1:  Define a risk management process   (10)



Intended Use

Clinicians

What should the AI tool predict ?

o Change in cardiac function

o Risk of myocardial infarction

o Risk of mortality

Patients

What should the AI tool predict ?

o Risk of fatigue

o Risk of backpain

o Risk of hospital re-admission

Secondary risk prevention in heart failure



Best Practices – Design

G1:  Engage inter-disciplinary stakeholders  (1)

Us1:  Define intended use and user requirements (2)

Un1:  Define clinical settings and related variations (3)

R1:  Define all sources of data heterogeneity  (4)

F1:  Define all sources of bias    (5)

E1:  Define explainability needs    (6)

Un2:  Use community-defined standards   (7)

G6:  Investigate application-specific ethical issues (8)

G7:  Investigate social and societal issues  (9)

T1:  Define a risk management process   (10)



Data Heterogeneity

Venton et al. 2021. Robustness CNNs to physiological ECG noise.



Best Practices – Design

G1:  Engage inter-disciplinary stakeholders  (1)

Us1:  Define intended use and user requirements (2)

Un1:  Define clinical settings and related variations (3)

R1:  Define all sources of data heterogeneity  (4)

F1:  Define all sources of bias    (5)

E1:  Define explainability needs    (6)

Un2:  Use community-defined standards   (7)

G6:  Investigate application-specific ethical issues (8)

G7:  Investigate social and societal issues  (9)

T1:  Define a risk management process   (10)



Sources of Biases



Sources of Biases

Lima: Sea level Arequipa: 2,335 m

Cusco: 3,400 m Rinconada: 5,100 m



Best Practices – Design

G1:  Engage inter-disciplinary stakeholders  (1)

Us1:  Define intended use and user requirements (2)

Un1:  Define clinical settings and related variations (3)

R1:  Define all sources of data heterogeneity  (4)

F1:  Define all sources of bias    (5)

E1:  Define explainability needs    (6)

Un2:  Use community-defined standards   (7)

G6:  Investigate application-specific ethical issues (8)

G7:  Investigate social and societal issues  (9)

T1:  Define a risk management process   (10)



Explainability



Best Practices – Development

G2:  Define measures for privacy and security  (11)

F2:  Collect data on individuals’ attributes  (12)

R2:  Collect representative real-world data  (13)

G3:  Implement measures against identified AI risks (14)

Us2:  Implement human-AI interaction mechanisms (15)



Individuals’ Attributes



Training Data

High-quality data Heterogeneous data

Private hospital Public hospital



Best Practices – Development

G2:  Define measures for privacy and security  (11)

F2:  Collect data on individuals’ attributes  (12)

R2:  Collect representative real-world data  (13)

G3:  Implement measures against identified AI risks (14)

Us2:  Implement human-AI interaction mechanisms (15)



Universality

Baseline model Domain adaptation



Fairness

Low-

density 

breasts

High-

density 

breasts

(~5%)



Fairness



Best Practices – Validation

G4:  Define an adequate evaluation plan  (16)

Un3:  Evaluate using external and/or multi-site data (17)

R3:  Evaluate robustness against real variations  (18)

F3:  Evaluate fairness and debiasing measures  (19)

Us3:  Evaluate user experience and acceptance (20)

Us4:    Evaluate clinical utility and safety   (21)

E2:   Evaluate explainability with end-users  (22)

T2:   Document the AI tool including evaluations (23)



Universality Evaluation



Fairness Evaluation

Standard AI models



Usability Evaluation

Human evaluators in 5 sites:

✓2 GPs at each site

✓2 cardiologists at each site

✓2 nurses at each site

✓7 patients for each clinician

✓2 IT/data manager

▪ 50% male + 50% female

▪ 50% early-career, 50% > 5-year experience



Best Practices – Deployment

Un4:  Evaluate local clinical validity    (24)

Us3:    Provide training materials and activities  (25)

T3:   Define mechanisms for quality control  (26)

T4:   Implement a periodic auditing system  (27)

T5:   Implement a logging system    (28)

G5:   Comply with AI regulatory requirements  (29)

T6:   Establish mechanisms for AI governance  (30)



Quality Control

Nikiforaki et al. 2024. Image Quality Assessment Tool for Conventional and Dynamic Magnetic Resonance Imaging Acquisitions. 
Journal of Imaging, 10(5), p.115.
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Objectives

Objective 1: Design, develop and evaluate a trustworthy and 

ethical AI tool for early cancer detection



1. Stakeholder engagement

2. Training and testing datasets

3. AI methods implementation

4. AI validation studies

5. Reporting, dissemination, exploitation

Method Section



Stakeholder Engagement



Datasets



AI Methods / Validation



AI Validation



Gender Dimensions



WPs / Tasks



WPs / Tasks



▪ Space is limited (20 pages): How much for AI (1 or 10 pages)?

▪ Reviewers could be AI experts or/and domain experts

▪ Depends on the EIC grant:

o AI has a major role: It’s an AI-focused EIC grant proposal

o AI is prominent, but it’s not the core of the EIC proposal

o AI has a minor role: It’s just a method amongst others

o There is no AI at all

Final Point





Many Thanks!

karim.lekadir@ub.edu

mailto:karim.lekadir@ub.edu
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